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Abstract— Hyperspectral imaging has many applications from
agriculture and astronomy to surveillance and mineralogy.
However, it is often challenging to obtain high-resolution (HR)
hyperspectral images using existing hyperspectral imaging tech-
niques due to various hardware limitations. In this paper,
we propose a new hyperspectral image super-resolution method
from a low-resolution (LR) image and a HR reference image of
the same scene. The estimation of the HR hyperspectral image is
formulated as a joint estimation of the hyperspectral dictionary
and the sparse codes based on the prior knowledge of the spatial-
spectral sparsity of the hyperspectral image. The hyperspectral
dictionary representing prototype reflectance spectra vectors of
the scene is first learned from the input LR image. Specifically,
an efficient non-negative dictionary learning algorithm using
the block-coordinate descent optimization technique is proposed.
Then, the sparse codes of the desired HR hyperspectral image
with respect to learned hyperspectral basis are estimated from the
pair of LR and HR reference images. To improve the accuracy of
non-negative sparse coding, a clustering-based structured sparse
coding method is proposed to exploit the spatial correlation
among the learned sparse codes. The experimental results on
both public datasets and real LR hypspectral images suggest that
the proposed method substantially outperforms several existing
HR hyperspectral image recovery techniques in the literature
in terms of both objective quality metrics and computational
efficiency.
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I. INTRODUCTION

HYPERSPECTRAL imaging is an emerging modality that
can simultaneously acquire images of the same scene

across a number of different wavelengths. Obtaining dense
hyperspectral bands is important to remote sensing [1] and
computer vision applications including object segmentation,
tracking, and recognitions [2], [4], [5]. While hyperspectral
imaging can achieve high spectral resolution, it has severe
limitations in spatial resolution when compared against regular
RGB (a.k.a. multispectral) cameras in visible spectrum. This is
due to the fact that hyperspectral imaging systems need a large
number of exposures to simultaneously acquire many bands
within a narrow spectral window. To ensure sufficient signal-
to-noise ratio, long exposures are often necessary, resulting in
the sacrifice of spatial resolution.

While high-resolution (HR) hyperspectral images are desir-
able in real-world applications, it is often challenging to
enhance the spatial resolution of those images due to various
hardware limitations. Simply increasing the spatial resolution
of image sensors would not be effective for hyperspectral
imaging because the average amount of photons reaching
the sensors would be further reduced leading to even lower
signal-to-noise ratio. Consequently, signal processing based
approaches have been proposed for obtaining a HR hyperspec-
tral image by combining a low-resolution (LR) hyperspectral
image with a HR panchromatic image (covering a large
spectral window) [6], [7]. In [8], a multispectral image is first
transformed from the RGB color space to the intensity, hue,
and saturation (IHS) domain, and then the intensity channel
is replaced by the HR panchromatic image. After resampling
the hue and saturation channels, one can obtain the recon-
structed HR multispectral image by inverse IHS transforma-
tion. While this technique does improve the spatial resolution
to some extent, it often introduces spectral distortions in the
reconstructed multispectral images. To further improve the
reconstruction quality, other fusion methods such as improved
linear transformations (e.g., principal component analy-
sis, wavelet transform [9]–[11]), unmixing-based [12]–[14]
and joint filtering [16] have been developed in the literature.
Those approaches - originally developed by the community
of remote sensing - have been known as pansharpening and
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especially suitable for the case where the spectral-resolution
difference between two input images is relatively small.

The class of sparsity promoting techniques [17], [18] have
also been proposed for hyperspectral and multispectral image
fusion, showing promising results. In [22], a coupled non-
negative matrix factorization (CNMF) approach was proposed
to estimate the HR hyperspectral image from a pair of
multispectral and hyperspectral images. Since non-negative
matrix factorization (NMF) is often not unique [23], [24], the
results produced in [22] are not always satisfactory. In [15],
Huang et al. proposed a sparse matrix factorization method
to fuse remote sensing multispectral images at different spa-
tial and spectral resolutions. In [38] the low-resolution and
high-resolution dictionary pairs were constructed to fuse the
hyperspectral and multispectral images via joint sparse rep-
resentations. Based on the assumption that the neighboring
pixels of a pixel of interest usually share fractions of the same
material, a joint sparse model for spectral unmixing has been
proposed in [36] for hyperspectral image resolution enhance-
ment. In [37] the fusion of hyperspectral and multispectral
images is formulated as an ill-posed inverse problem and the
sparsity of hyperspectral images is exploited via subspace
learning in the spectral dimension and sparse coding in the
spatial dimensions. An overview of recent state-of-the-art
hyperspectral and multispectral image fusion methods can be
found in [39].

In addition to the development of hyperspectral and
multispectral fusion techniques, hybrid HR hyperspectral
imaging systems consisting of a LR hyperspectral camera and
a HR RGB camera have also been proposed in [19]–[21].
In [20] a sparse matrix factorization technique was proposed
to decompose the LR hyperspectral image into a dictionary of
basis vectors and a set of sparse coefficients. The HR hyper-
spectral image was then reconstructed using the learned basis
and sparse coefficients computed from the HR RGB image.
Wycoff et al. [25] proposed a non-negative sparse matrix fac-
torization method to exploit both sparsity and non-negativity
constraints of hyperspectral images. The estimation of HR
hyperspectral image from a pair of RGB and hyperspectral
images is formulated as a joint optimization problem involving
non-negative basis and sparse coefficients, which are solved
by the alternative direction multiplier method (ADMM) tech-
nique [27]. This line of research has culminated in the work
done by Akhtar et al. [26] where both non-negativity and
spatio-spectral sparsity of the scene are jointly exploited.
In their recent work, Akhtar et al. proposed a Bayesian
dictionary learning and sparse coding algorithm for hyper-
spectral image super-resolution that has shown improved per-
formance [41]. Most recently, a coupled matrix factorization
approach with non-negative and sparsity constraints has also
been proposed for hyperspectral image super-resolution [45].

In this paper, we propose a non-negative structured sparse
representation (NSSR) approach to recover a HR hyperspectral
image from a LR hyperspectral image and a HR RGB image.
The estimation of HR hyperspectral image is formulated as
a joint estimation of spectral basis and sparse coefficients
with the prior knowledge about spatio-spectral sparsity of
the hyperspectral image. The contributions of this paper are

two-fold. First, an efficient non-negative dictionary learning
algorithm using the block coordinate descent optimization
algorithm is proposed, which updates an atom per iteration
via a closed-form solution. Second, to improve the accuracy of
non-negative sparse coding over the learned basis, a structural
sparsity constraint is proposed to exploit the clustering-based
sparsity of hyperspectral images - namely reconstructed spec-
tral pixels should be similar to those learned centroids. The
performance of our proposed method is verified using both
simulated low-resolution hyperspectral images from public
datasets and real world low-resolution hyperspectral images
captured by a hybrid hyperspectral camera. Experimental
results seem to suggest that the proposed method substantially
outperforms existing state-of-the-art methods in terms of both
objective quality metrics and computational efficiency.

II. PROBLEM FORMULATION

We aim at recovering a HR hyperspectral image Z ∈ R
L×N

from a LR hyperspectral image X ∈ R
L×n and a HR RGB

image Y ∈ R
3×N of the same scene where N = W × H

and n = w × h (w � W , h � H ) denote the number of
pixels in the HR hyperspectral image Z and LR hyperspectral
image X respectively; and L is the number of spectral bands
of Z (L � 3). Both X and Y can be expressed as linear
combinations of the desired hyperspectral image Z:

X = Z H, Y = P Z, (1)

where H ∈ R
N×n denotes the degradation operator of blurring

and down-sampling associated with LR image X; P a trans-
formation matrix mapping the HR hyperspectral image Z to its
RGB representation Y . As the number of total measurements
from X and Y is much smaller than that of the unknowns,
i.e., (nL + 3N) � N L, the estimation of Z from X and Y
is an ill-posed inverse problem. For such ill-posed inverse
problems, regularization is a popular tool of exploiting the
prior knowledge about the unknown (Z in this case).

Sparsity prior has been shown effective for solving various
ill-posed inverse problems under the context of hyperspectral
image reconstruction [20], [25], [26], [41], [45]. It assumes
that each pixel zi ∈ R

L of the target image Z can be written
as the linear combination of a small number of distinct spectral
signatures [29], [30] - i.e.,

zi = Dαi + ei , (2)

where D ∈ R
L×K+ (K ≥ L) is the spectral dictionary,

αi ∈ R
K+ is the fractional abundance vector assumed to be

sparse (i.e., ||α||0 < T ), and ei is the approximation error.
Each column of D represents a reflectance vector of the under-
lying material in the scene. As the observed hyperspectral
image X = Z H , each pixel xi ∈ R

L of X can be written as

xi =
∑

j∈Wi

h j z j

= D
∑

j∈Wi

h j αi + vi = Dβi + vi , (3)

where h j denotes the weighting coefficients of a window Wi

centered at the location i . Here, we assume that at each pixel
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location xi of the LR hyperspectral image X , only a few
distinct materials can be presented. Therefore, βi ∈ R

K+ is
a sparse vector. For each pixel yi of the HR RGB image Y ,
we have

yi = P zi = P Dαi , (4)

from which we can see that for a fixed spectral dictionary D
the sparse fractional abundance vectors αi of the HR hyper-
spectral image Z can be estimated from the HR RGB image Y,
as we will elaborate in the next section.

III. PROPOSED METHOD

Using the linear mixing model of Eq. (2), we can rewrite
the desired HR hyperspectral image Z as

Z = D A + E, (5)

where A = [α1, · · · ,αN ] ∈ R
K×N+ is the coefficient matrix.

However, both spectral dictionary D and coefficients matrix A
in Eq. (5) are unknown. The linear mapping relationship
between the desired HR hyperspectral image Z and the pair of
observed images X and Y motivates us to estimate the spectral
dictionary D and the coefficient matrix A simultaneously from
the observed pair.

A. Spectral Dictionary Learning

As each pixel in the LR hyperspectral image X can be
written as the linear combination of a small number of spectral
signatures, we can estimate spectral dictionary D from X .
In the matrix form, Eq. (3) can be rewritten as

X = D B + V , (6)

where B = [β1, · · · ,βn ] ∈ R
K×n+ is the coefficient matrix and

V denotes the approximation error matrix, which is assumed
to be additive Gaussian. Both D and B are unknown in Eq. (6).
In general, there are infinite possible decompositions of Eq. (6)
and it is unlikely that a unique decomposition can be deter-
mined. However, for scenes satisfying the sparsity assumption,
coefficient vectors βi have to be sparse. It follows that we
can solve D and B using sparse non-negative matrix decom-
position. Under fairly mild conditions, the sparsest decom-
position of Eq. (6) is indeed unique [20]. Therefore spectral
dictionary D can be estimated by solving the following sparse
non-negative matrix decomposition problem

(D, B) = argmin
D,B

1

2
||X − D B||2F + λ||B||1,

s.t . βi ≥ 0, dk ≥ 0. (7)

As both sparse codes βi and dictionary D are constrained
to be non-negative, existing dictionary learning (DL) algo-
rithms, such as K-SVD algorithm [3] and online dictionary
learning (ODL) algorithm [40] cannot be used. In [25],
Wycoff et al. adopted ADMM technique to convert a con-
strained DL problem into an unconstrained version and solved
the unconstrained DL problem via alternative optimization.
However, in [25] the whole dictionary is updated per iteration,
which requires the solution to a large optimization algorithm.
This greatly increases the computational complexity. In this

paper, inspired by the existing K-SVD [3] and ODL [40] algo-
rithms, we propose a computationally efficient non-negative
DL algorithm, which updates each atom per iteration via a
closed-form solution. For a fixed D, the subproblem with
respect to B becomes

B = argmin
B

1

2
||X − D B||2F + λ||B||1, s.t . βi ≥ 0, (8)

which is convex and can be efficiently solved by the iterative
shrinkage/thresholding algorithm (ISTA) [42]. However, the
converge rate of the ISTA algorithm is known to be slow.
For fast convergence rate, we use ADMM technique to solve
Eq. (8). To apply ADMM, we reformulate Eq. (8) into

B = argmin
B

1

2
||X − DS||2F + λ||B||1,

s.t . B = S, βi ≥ 0, (9)

Note that we have preserved the non-negative constraint, which
is contrary to the ADMM-based �1-norm non-negative sparse
coding in [25]. Applying ADMM [27], we obtain the following
augmented Lagrangian function of Eq. (9)

Lμ(B, S, U1) = 1

2
||X − DS||2F + λ||B||1

+ μ||S − B + U1

2μ
||2F , s.t . βi ≥ 0, (10)

where U1 is the Lagrangian multiplier (μ > 0). Then, solving
Eq. (9) consists of the following alternative iterations:

S( j+1) = argmin
S

Lμ(B( j ), S, U( j )
1 ),

B( j+1) = argmin
B

Lμ(B, S( j+1), U( j )
1 ), s.t . βi ≥ 0, (11)

where j is the iteration number and Lagrangian multiplier U1
is updated by

U( j+1)
1 = U( j )

1 + μ(S( j+1) − B( j+1)), (12)

Both subproblems in Eq. (11) admit closed-form solutions,
namely

S( j+1) = (D� D + 2μI)−1(D�X + 2μ(B( j ) − U ( j )
1

2μ
)),

B( j+1) = [Soft(S( j+1) + U ( j )
1

2μ
,

λ

2μ
)]+, (13)

where Soft(·) denotes a soft-shrinkage operator and
[x]+ = max{x, 0}.

For a fixed B, D is updated by solving

D = argmin
D

||X − D B||2F , s.t . dk ≥ 0. (14)

In this paper, similar to ODL method [40], we propose to solve
Eq. (14) by using block coordinate descent [47], i.e., during
each iteration we update one column of D while keeping the
others fixed under the non-negative constraint. Let D(t) denote
the dictionary obtained after the t-th iteration and let d(t+1)

k =
d(t)

k + �dk. Then, �dk can be obtained by solving

�dk = argmin
�dk

||X − D(t) B − �dkβk ||2F ,

s.t . (�dk + d(t)
k ) ≥ 0, (15)
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Algorithm 1 Non-Negative Spectral Dictionary Learning

where βk ∈ R
1×n denotes the k-th row of the coefficient

matrix B. Let R(t) = X − D(t) B denote the residual matrix
after the t-th iteration. Then, the above objective function can
be rewritten as

�dk = argmin
�dk

||R(t) − �dkβk ||2F , s.t . (�dk + d(t)
k ) ≥ 0,

= argmin
�dk

L∑

l

n∑

j

(r (t)
l,i − �dk,lβk,i )

2,

s.t . (�dk + d(t)
k ) ≥ 0,

= argmin
�dk

L∑

l

(�dk,l − βk(r(t)
l )�

∑n
i β2

k,i

)2 + C,

s.t . (�dk + d(t)
k ) ≥ 0,

= argmin
�dk

||�dk − R(t)β�
k∑n

i β2
k,i

||22 + C,

s.t . (�dk + d(t)
k ) ≥ 0, (16)

where �dk,l denotes the l-th element of �dk, r(t)
l ∈ R

1×n

denotes l-th row of the residual matrix R(t), and C denotes
the constant independent of �dk . Based on Eq. (16), it is easy
to show that the solution to Eq. (15) is given by

d(t+1)
k = [d(t)

k + R(t)β�
k

bk
]+, (17)

where bk = ∑n
i β2

k,i .
The overall algorithm for non-negative dictionary learning

is summarized below in Algorithm 1.

B. Sparse Codes Estimation via Non-Negative
Structured Sparse Coding

Once the spectral dictionary D is estimated, sparse
codes αi for each pixel zi of the desired HR hyperspectral
image Z can be estimated and then ẑi can be reconstructed
as zi = Dαi . Since both observed X and Y can be expressed

as linear combination of the desired Z, X and Y can then be
expressed as

Y = P D A + W = D̃ A + W1, X = D AH + W2, (18)

where D̃ = P D denotes the transformed spectral dictionary,
and W1 and W2 denote the approximation error matrix. From
the above equation, we see that sparse codes αi can be
estimated from the HR RGB image Y and the low-resolution
hyperspectral image X . With the sparsity constraint, sparse
coefficient matrix A can be estimated by solving the following
non-negative sparse coding problem

A = argmin
A

||Y − D̃ A||2F + ||X − D AH||2F + η||A||1,
s.t . αi ≥ 0. (19)

In Eq. (19), sparse codes of each pixel are estimated
independently. However, pixels in the HR hyperspectral image
have strong spatial correlations with their local and nonlocal
similar neighbors (similar pixels are likely to represent similar
spectral signatures). The �1-norm non-negative sparse model
of Eq. (19) cannot exploit the spatial correlations among local
and nonlocal similar pixels. To address this issue, we propose
the following clustering-based non-negative structured sparse
representation (NSSR) model

A = argmin
A

||Y − D̃ A||2F + ||X − D AH||2F

+ η1

Q∑

q=1

∑

i∈Sq

||Dαi − μq ||22 + η2||A||1, s.t . αi ≥ 0,

(20)

where μq denotes the centroid of the q-th cluster of the
reconstructed spectral pixel zi . In addition to the �1 sparsity
regularization, the proposed NSSR model also exploits a
structural prior that the reconstructed spectral pixels should be
similar to those learned centroids. In our previous work [28],
such clustering-based sparse representation (CSR) method
have been shown effective for the task of image denois-
ing. Conceptually, the CSR is similar to the block-matching
and 3D filtering (BM3D) algorithm [34], which first groups
similar image patches and then sparsify the groups via
3D-transformation (2D-DCT plus 1D-wavelet). Different from
BM3D, we exploit the structural correlations among the sim-
ilar patches by unifying dictionary learning and clustering-
based regularization into a variational framework. In this
paper, we adopt the CSR formulation but introduce the fol-
lowing extensions for the estimation of fractional abundance
vectors.

First, the non-negative sparse decomposition of hyperspec-
tral image is exploited - note that material coefficients cor-
responding to the surface albedo in the physical world can
only take non-negative values. Second, instead of using a
set of orthogonal PCA basis as in [28], a non-orthogonal
dictionary is learned; such relaxation is beneficial to improve
the accuracy of sparse reconstruction. Third, instead of using
the �1-norm, we adopt the �2-norm to exploit the above-
mentioned structural prior. The centroid vector μq of the
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Algorithm 2 NSSR-Based HR Hyperspectral Image Super-Resolution

q-th cluster in Eq. (20) is then computed as

μq =
∑

i∈Sq

wi (Dαi ), (21)

where wi = 1
c exp(−|| ỹi − ỹq )||22/h is the weighting coef-

ficients based on the similarity of RGB image patches,
c is the normalization constant, ỹi and ỹq denote the RGB
image patches centered at positions i and q respectively.
In practice, fractional abundance vectors αi are unknown, and
we cannot compute μq directly using Eq. (21). We overcome
this difficulty by iteratively estimating μq from the current
estimates of αi . Let αi = α̂i +ei , wherein ei denotes estimation
errors observing a Gaussian distribution with zero-mean. Then,
Eq. (21) can be rewritten into

μq =
∑

i∈Sq

wi (Dα̂i ) +
∑

i∈Sq

wi (Dei) = μ̂q + nq , (22)

where nq denotes the estimation error of μq . As ei is assumed
to be zero-mean and Gaussian, nq would be small. Therefore,
μq can be readily estimated from the current estimate of αi .
In our implementation, we recursively compute μq using the
previous estimate of αi after each iteration. In our implementa-
tion, we use the k-Nearest Neighbor (k-NN) clustering method
to group similar spectral pixels for each spectral pixel. Due to
the structural similarity between Z and Y , we perform k-NN
clustering on the HR RGB image patches to search for similar
neighbors of αq , i.e.,

Sq = {i | || ỹq − ỹi || < T }. (23)

Alternatively, we can also form the cluster Sq by selecting the
m = 20 patches that are closest to the exemplar one ỹq .

After estimating μq for each αi , Eq. (20) can be
rewritten as

A = argmin
A

||Y − D̃ A||2F + ||X − D AH||2F
+ η1||D A − U||22 + η2||A||1 s.t . αi ≥ 0, (24)

where U = [μ̂1, · · · , μ̂N ]. Similar to Eq. (8), Eq. (24) is
convex and can be solved by an ISTA algorithm. However, the
convergence rate of ISTA algorithms is known to be slow. For
fast convergence, we use ADMM technique to solve Eq. (24)
instead. More specifically, we obtain the following augmented

Lagrangian function:

Lμ(A, Z, S, V1, V2)

= ||Y − D̃S||2F + ||X − Z H||2F
+ η1||DS − U||22 + η2||A||1 + μ||DS − Z + V1

2μ
||2F

+ μ||S − A + V2

2μ
||2F , s.t . αi ≥ 0, (25)

where V1, V2 are Lagrangian multipliers (μ > 0). Note that
the non-negative constraint is also preserved in the above
augmented Lagrangian function. Minimizing the augmented
Lagrangian function leads to the following iterations:

A(t+1) = argmin
A

Lμ(A, Z(t), S(t), V (t)
1 , V (t)

2 )

Z(t+1) = argmin
Z

Lμ(A(t+1), Z, S(t), V (t)
1 , V (t)

2 )

S(t+1) = argmin
S

Lμ(A(t+1), Z(t+1), S, V (t)
1 , V (t)

2 ), (26)

where the Lagrangian multipliers are updated by

V (t+1)
1 = V (t)

t + μ(DS(t+1) − Z(t+1)),

V (t+1)
2 = V (t)

2 + μ(S(t+1) − A(t+1)). (27)

All sub-problems in Eq. (26) can be solved analytically, i.e.

A = [Soft(S(t) + V (t)
2

2μ
,

η2

2μ
)]+,

Z = [X H� + μ(DS(t) + V1

2μ
)](H H� + μI)−1,

S = [ D̃� D̃ + (η1 + μ)D� D + μI]−1[ D̃�Y + η1 D�U

+ μD�(Z(t) + V (t)
1

2μ
) + μ(A(t) + V (t)

2

2μ
)], (28)

As the matrix to be inverted in the equation of updating Z
are large, we use conjugate gradient algorithm to compute
the matrix inverse. The overall algorithm for estimating the
HR hyperspectral image is summarized below in Algorithm 2.

IV. EXPERIMENTAL RESULTS

To verify the performance of our proposed method,
we have conducted extensive experiments on both simu-
lated LR hyperspectral images and real-world LR hyperspec-
tral images. The basic parameters of the proposed NSSR
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Fig. 1. The HR RGB images from the CAVE (the first row) [31] and Harvard (the second row) [32] datasets. (a) Balloons. (b) Beads. (c) Cloth. (d) Statue.
(e) Peppers. (f) Painting. (g) Sponges. (h) Spools. (i) Image 1. (j) Image 2. (k) Image 3. (l) Image 4. (m) Image 5. (n) Image 6. (o) Image 7. (p) Image 8.

TABLE I

THE AVERAGE AND STANDARD DEVIATION OF PSNR, RMSE, SAM, AND ERGAS RESULTS OF THE
TEST METHODS FOR DIFFERENT SCALING FACTORS ON THE CAVE DATASET [31]

method are set as follows: the number of atoms in dic-
tionary D is K = 80; the maximal iteration numbers
in Algorithm 1 and 2 are T = 10, J = 70 and T2 = 25,
η1 = 0.015 and η2 = 0.1 × 10−3. We have compared the
proposed method with several leading hyperspectral image
super-resolution methods, including Matrix Factorization
method (MF) method [20], coupled non-negative matrix
factorization (CNMF) method [22], Sparse Non-negative
Matrix Factorization (SNNMF) method [25], Generalization
of Simultaneous Orthogonal Matching Pursuit (G-SOMP+)
method [26], and Bayesian sparse representation (BSR)
method [37].1 The source code accompanying this paper
can be downloaded from the following website: http://
see.xidian.edu.cn/faculty/wsdong/HSI_SR_project.htm.

A. Experiments on Simulated LR Hyperspectral Images

Two different public datasets of hyperspectral images,
i.e., the CAVE [31] and the Harvard [32] datasets are used
to assess the performance of our proposed method. The
CAVE dataset consists of 512 × 512 hyperspectral images
of everyday objects, which are captured using 31 spectral

1We thank the authors of [20], [22], [25], [26], and [37] for providing their
codes.

bands ranging from 400nm to 700nm at an interval of 10nm.
The Harvard dataset contains hyperspectral images of real-
world indoor and outdoor scenes, which are acquired using
31 spectral bands ranging from 420nm to 720nm with an
incremental of 10nm. Some test images used in this paper
from the two datasets are shown in Fig. 1. The hyperspectral
images from the two datasets served as ground-truth images
are used to generate simulated LR hyperspectral images and
HR RGB images. As in [20], [25], and [26], the original
HR hyperspectral images Z are downsampled by averaging
over disjoint s × s blocks to simulate the LR hyperspectral
images X , where s is the scaling factor (e.g., s = 8, 16, 32).
Similar to [25] and [26], HR RGB images Y are generated by
downsampling the hyperspectral images Z along the spectral
dimension using the spectral transform matrix F derived from
the response of a Nikon D700 camera.2 To evaluate the
quality of reconstructed hyperspectral images, four objective
quality metrics - namely peak-signal-to-noise ration (PSNR),
root-mean-square error (RMSE), relative dimensionless global
error in synthesis (ERGAS) [46], and spectral angle map-
per (SAM) [37], [43] - are used in our study.

2Available at: https://www.maxmax.com/spectral_response.htm.
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Fig. 2. The average PSNR curves as functions of the wavelengths of the spectral bands for the test methods on (a)-(c) CAVE dataset with scaling factors 8,
16, and 32, respectively; (d)-(f) Harvard dataset with scaling factors 8, 16, and 32, respectively.

The average and standard deviations of the PSNR, RMSE,
ERGAS and SAM results of competing methods for different
scaling factors on the CAVE dataset are reported in Table I.3

From Table I, it can be seen that the G-SOMP+ method [26]
performs worse than other methods. This may be due to the
fact that it doesn’t exploit the observation constraint X = Z H ,
and thus doesn’t require the downsampling matrix H as a
prior knowledge, which is generally unknown and has to
be estimated in practical applications. Clearly, the proposed
NSSR method outperforms all other competing methods.
The proposed NSSR method performs much better than the
SNNMF method [25], which only exploits the sparsity prior.
On average, the PSNR and RMSE values of the proposed
NSSR method for scaling factors s = 32 and 16 are compara-
ble or even better than those of other methods [20], [22], [25]
for scaling factors s = 16 and 8, respectively. Fig. 2 (a)-(c)
shows the average PSNR curves as functions of the wave-
lengths of the spectral bands over the CAVE dataset for
the test methods. It can be seen that the proposed NSSR
method consistently outperforms other methods at each spec-
tral bands for all scaling factors. In Fig. 3, we show the
reconstructed HR hyperspectral images at 480nm, 550nm
and 650nm by the competing methods for test image Pepper
of the CAVE dataset. From Fig. 3, we can see that all
the test methods can well reconstruct the HR spatial struc-
tures of the hyperspectral images. Obviously, the proposed

3For detailed quality metrics, please refer to the project website:
http://see.xidian.edu.cn/faculty/wsdong/HSI_SR_Project.htm.

NSSR method performs best in recovering the details of the
original hyperspectral images.

The average RMSE and PSNR results of the recovered
HR hyperspectral images of the Harvard dataset [32] are
shown in Table II. It can be observed that the proposed
NSSR method also outperforms other competing methods.
Fig. 2 (d)-(f) shows the average PSNR curves as functions
of the wavelengths of the spectral bands over Harvard dataset
for the test methods. It can be seen that all the test methods can
well reconstruction the spectral bands when the wavelengths
are shorter than 500nm, and the performance of the proposed
method and the CNMF method [22] are comparable for these
short spectral bands. This is because that the pixel values of
the spectral bands of the wavelengths shorter than 500nm
are small and smooth. Hence, all the methods can well
reconstruct these spectral bands. It can be seen that the PSNR
gains of the proposed method over other methods increase
for the spectral bands corresponding to longer wavelengths.
For visual comparison, parts of the reconstructed spectral
images at 620nm, 640nm and 680nm by the test methods are
shown in Fig. 4. We can seen that all the competing methods
can well recover the HR spatial structures of the scene,
but the proposed method achieves the smallest reconstruction
errors.

In the above experiments, the uniform blur kernel of size
s × s is applied to Z before downsampling. In practice, the
optics blur may be generated, which can be modeled by a
Gaussian function. To verify the robustness of the proposed
method to Gaussian blur, we also simulate X by first applying
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Fig. 3. Reconstructed images of Pepper in CAVE dataset at 480nm, 550nm and 650nm with uniform blur kernel and scaling factor s = 16. The first 3 rows
show the reconstructed images for 580nm, 620nm and 680nm bands, respectively; the last 3 rows show the error images of the competing methods.
(a) the LR images X ; (b) the original images Z; (c) the CNMF method [22] (PSNR = 39.52 dB, RMSE = 2.69, ERGAS = 0.95, SAM = 4.61);
(d) the BSR method [37] (PSNR = 44.30 dB, RMSE = 1.55, ERGAS = 0.67, SAM = 4.04); (e) the proposed NSSR method (PSNR = 46.84 dB,
RMSE = 1.16, ERGAS = 0.47, SAM = 3.08). (f) Error of X. (g) Error of Z. (h) CNMF [22]. (i) BSR [37]. (j) Proposed NSSR.

a 8 × 8 Gaussian blur function of standard deviation 3 to
Z before downsampling along both horizontal and vertical
directions with scaling factor 8. Table III shows the quality

metric values of the test methods. We can see that proposed
NSSR method still outperforms other competing methods.
Fig. 5 shows the parts of the reconstructed Cloth images at
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TABLE II

THE AVERAGE AND STANDARD DEVIATION OF PSNR, RMSE, SAM, AND ERGAS RESULTS OF THE
TEST METHODS FOR DIFFERENT SCALING FACTORS ON THE HARVARD DATASET [32]

TABLE III

THE AVERAGE AND STANDARD DEVIATION OF PSNR, RMSE, SAM AND ERGAS RESULTS OF THE TEST METHODS ON

THE CAVE [31] AND HARVARD DATASETS [32] (GAUSSIAN BLUR KERNEL, SCALING FACTOR 8)

TABLE IV

PERFORMANCE OF DIFFERENT HSI SUPER-RESOLUTION METHODS ON Pavia IMAGE WITH SCALING FACTOR 4.
RMSE (IN 10−2), SAM (IN DEGREES) AND ERGAS

450nm, 550nm and 650 nm by the test methods. It can be seen
that the proposed NSSR method outperforms the CNMF [22]
and BSR [37] methods in recovering fine image details.

We have also conducted an experiment using the remotely
sensed hyperspectral image. The Pavia hyperspectral image
containing infrared bands used in [37] is adopted. For a fair
comparison, the experimental setting on the Pavia test image
is same as that of [37]. The LR hyperspectral image X is
simulated by first applying a 5 × 5 Gaussian kernel with
standard deviation 2.5 and then downsampling along both
horizontal and vertical directions with scaling factor 4. The
Gaussian white noise is added to the LR hyperspectral image
such that the SNR is 35 dB for the first 43 bands and 30 dB
for the remaining 50 bands. The IKONOS-like reflectance

spectral response filter is used to generate the HR multispec-
tral image Y . Table IV shows the performance of different
test methods on the Pavia test image. For fair compari-
son, the results of other competing methods are directly
obtained from [37]. It can be seen that the both the Bayesian
sparse representation (BSR) method of [37] and the proposed
NSSR method are very effective in reconstructing the
HR hyperspectral image. The proposed NSSR method slightly
outperforms the current state-of-the-art BSR method [37].
Parts of the reconstructed HR HSI images are shown in Fig. 6.

B. Experiments on Real-World LR Hyperspectral Images

We have also evaluated the performance of the proposed
method on real-world data captured by hybrid spectral and



2346 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 25, NO. 5, MAY 2016

Fig. 4. Reconstructed images of Image 8 at 620nm, 640nm and 680nm with uniform blur kernel and scaling factor s = 32. The first 3 rows show the
reconstructed images for 460nm, 540nm and 620nm bands, respectively; the last 3 rows show the error images of the competing methods. (a) the LR images X ;
(b) the original images Z; (c) the CNMF method [22] (PSNR = 36.88 dB, RMSE=3.65, ERGAS = 0.18, SAM = 3.41); (d) the BSR method [37]
(PSNR = 35.41 dB, RMSE = 4.32, ERGAS = 0.21, SAM = 3.66); (e) the proposed NSSR method (PSNR = 41.45 dB, RMSE = 2.16, ERGAS = 0.13,
SAM = 2.15). (f) Error of X. (g) Error of Z. (h) CNMF [22]. (i) BSR [37]. (j) Proposed NSSR

RGB cameras as developed in [21]. The spectral camera
captures dense spectra information but with significant loss
of spatial resolution, while the RGB camera captures the

information of the same scene with high spatial resolution. The
spectral data captured with the hybrid spectral camera of [21]
are shown in Fig. 7 (the second column), where each spectral
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Fig. 5. Reconstructed images of Cloth at 450nm, 550nm and 650nm with Gaussian blur kernel and scaling factor s = 32. The first 3 rows
show the reconstructed images for 460nm, 540nm and 620nm bands, respectively; the last 3 rows show the error images of the competing methods.
(a) the LR images X ; (b) the original images Z; (c) the CNMF method [22] (PSNR = 36.00 dB, RMSE = 4.04, ERGAS = 1.10, SAM = 3.87);
(d) the BSR method [37] (PSNR = 36.68 dB, RMSE = 3.74, ERGAS = 1.03, SAM = 3.40); (e) the proposed NSSR method (PSNR = 39.04 dB,
RMSE = 2.85, ERGAS = 0.84, SAM = 2.79). (f) Error of X. (g) Error of Z. (h) CNMF [22]. (i) BSR [37]. (j) Proposed NSSR

sample consists of 61 bands over the range of 400 − 700 nm.
The total number of sampled spectral samples is 351.
The spatial resolution of the RGB image is 1420 × 1280.

The transformation matrix P for transforming the hyper-
spectral images into RGB images are computed according
to the method described in [35]. For hyperspectral images
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Fig. 6. Reconstructed images of Pavia image. The first 3 rows show the reconstructed images for 25-th, 45-th, and 60-th bands, respectively; the last 3 rows
show the error images of the competing methods. (a) the LR images X ; (b) the Original image Z; the BSR method [37] (RMSE=0.00947, ERGAS=0.850,
SAM=1.492); (d) the proposed NSSR method (RMSE=0.00936, ERGAS=0.833, SAM=1.472); (f) Error of X; (g) Error of Z; (h) Error of BSR [37]; (i)
Error of Proposed NSSR.

containing more than L (L > 33) channels, we use the cubic
interpolator to interpolate the matrix P . The matrix H is set as
a downsampling matrix that directly downsamples the original

HR hyperspectral images according to the predefined
mask [21]. The two types of data are integrated to generate
the HR hyperspectral images. Fig. 7 shows the reproduced
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Fig. 7. Results on the real data captured with the hybrid camera developed in [21]. From left to right: (a) the HR RGB images captured in [21];
(b) the captured spectral samples in [21]; (c) reproduced RGB images from the reconstructed hyperspectral images by the method in [22]; (d) reproduced
RGB images from the reconstructed hyperspectral images by the method in [21]; (e) reproduced RGB images from the reconstructed hyperspectral images
by the proposed NSSR method; (f) Reconstructed hyperspectral spectral bands at 560nm by the proposed NSSR method.

RGB images from the reconstructed hyperspectral images
by the competing methods. It can be seen that the
RGB images reproduced by both the proposed method and
the CNFM method are more consistent with the captured
RGB images than that of [21], verifying that the proposed
method and CNMF method can reconstruct more accurate
hyperspectral images than the method of [21], which uses
the bilateral upsampling method [16]. Obviously, the proposed
NSSR method outperforms the CNMF method in recov-
ering HR hyperspectral images from spectral samples and
RGB images.

C. Parameters Selection

To evaluate the sensitivity of key parameters to the perfor-
mance of the proposed method, we have varied them, i.e., the
number of atoms of dictionary K , the number of iterations
of Algorithm 1 and 2, and the regularization parameters
η1 and η2. Fig. 8 plots the average PSNRs of the reconstructed
images of the CAVE dataset as a function of the number of
atoms K . We can see that the proposed method performs best
when the number of atoms is in the range of 80∼100 and is
insensitive to the variation in the values of K in this range.
In our implementation, we set K = 80.

Fig. 9 (a) plots the curve of the objective function values
of Eq. (7), from which we can see that Algorithm 1 typically
converges after J = 10 iterations. We have also compared
to the ADMM-based non-negative dictionary learning method
that has been adopted in [25]. We can see that the proposed
non-negative dictionary learning converges faster and can also
converge to a smaller objective function value. Fig. 9 (b)
plots the curve of the objective function value of Eq. (24).

Fig. 8. The PSNR curve as a function of the number of atoms on the
CAVE dataset.

It can be seen that Algorithm 2 converges fast (usually after
25 ∼ 30 iterations).

Fig. 10 plots the curves of the PSNR values on the test
image Cloth as the function of the regularization parameters
η1 and η2. From Fig. 10, we can see that the performance of
the proposed method is insensitive to the variation in the values
of η1 in the range of 0.005 ∼ 0.015 and in the values of η2
in the range of 0.2 × 10−4∼1.2 × 10−4. Similar observations
can be obtained for other test images.

D. Computational Complexity

The computational complexity of the proposed method
mainly consists of three parts: 1) the spectral dictionary learn-
ing; 2) computing the k-NN nearest neighbors searching per
each patch within a window of size h × h for calculating μq ;
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Fig. 9. The curves of the objective function values of Eqs. (7) and (24). (a) The curve of the objective function value of Eq. (7) versus iteration number;
(b) The curve of the objective function value of Eq. (24) versus iteration number.

Fig. 10. The PSNR curves as functions of the parameters η1 and η2. (a) The PSNR curve as a function of parameter η1; (b) the PSNR curve as a function
of parameter η2.

TABLE V

RUNNING TIME (SECONDS) COMPARISON BETWEEN THE PROPOSED NSSR METHOD AND OTHER COMPETING

METHODS ON A TEST IMAGE OF SIZE 512 × 512 × 31 WITH SCALING FACTOR 16

3) the sparse coding of the sparse codes A by solving Eq. (24).
The complexity of the spectral dictionary learning algorithm
presented in Algorithm 1 is O(T1 J (K 2n + K 3 + K Ln);
while the complexity of computing the k-NN per-patch is
O(Nk(h2 + logh2)). In Algorithm 2, the complexity of
updating of A, Z and S are O(N), O(

√
κ L NlogN), and

O(K 2 L+K 3+K L N), respectively, where κ is the conditional
number of the matrix to be inverted in Eq. (28) for Z
update. Generally, κ ∈ O(N). Therefore, the complexity
for Z updating is O(L N

3
2 logN). The overall complexity of

Algorithm 2 is O(T2(L N
3
2 logN + K 2 L + K 3 + K L N)). The

overall complexity of the proposed hyperspectral image super-
resolution under the assumption that L � K � n � N and
T1 Jn ≥ N is

O(T1 J K 2n + N(kh2 + klogh2) + T2 L N
3
2 logN) (29)

The proposed algorithm was implemented with Matlab lan-
guage on an Intel Core i7-3770 3.4GHz CPU. A running
time comparison between the proposed method and other
competing methods is shown in Table V. From Table V,
it can be seen that the proposed algorithm is the fastest when
comparing with the other test methods. It is interesting to see

that the SNNMF [25] is the slowest. This is because it alter-
nates the optimization of the sparse codes and the spectral dic-
tionary using the ADMM technique, both of which are of high
computational complexity. This demonstrates the advantage of
the proposed optimization algorithms. For BSR method [37],
we have optimized the parameters of the BSR method [37] for
best performance, i.e. the iteration number and the number
of dictionary atoms has been increased. This makes the
BSR method [37] slower. It can be seen that the proposed
algorithm runs much faster than the BSR method [37] and the
G-SOMP+ method [26].

V. CONCLUSIONS

HR hyperspectral imaging is challenging due to various
hardware limitations. In this paper, we propose an effective
sparsity-based hyperspectral image super-resolution method to
reconstruct a HR hyperspectral image from a LR hyperspectral
image and a HR RGB image of the same scene. The hyper-
spectral dictionary representing the typical reflectance spectra
signatures of the scene is first learned from the LR hyper-
spectral image. Specifically, an efficient non-negative dictio-
nary learning algorithm is proposed using a block-coordinate
descent algorithm. The sparse codes of the HR hyperspectral
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image with respect to the learned dictionary are then estimated
from the corresponding HR RGB image. To improve the
accuracy of estimating sparse codes, a new clustering-based
non-negative structured sparse representation framework is
proposed to exploit both the spatial and spectral correlations.
The estimated sparse codes are then used with the spec-
tral dictionary to reconstruct the HR hyperspectral images.
Experimental results on both public datasets and real-world
LR hyperspectral images show that the proposed method can
achieve smaller reconstruction errors and better visual quality
on most test images than existing HR hyperspectral recovery
methods in the literature.
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