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Sparse Bayesian Extreme Learning Machine for
Multi-classification

Jiahua Luo, Chi-Man Vong, and Pak-Kin Wong

Abstract— Extreme learning machine (ELM) has become a
popular topic in machine learning in recent years. ELM is a new
kind of single-hidden layer feedforward neural network with an
extremely low computational cost. ELM, however, has two evident
drawbacks: 1) the output weights solved by Moore–Penrose gen-
eralized inverse is a least squares minimization issue, which easily
suffers from overfitting and 2) the accuracy of ELM is drastically
sensitive to the number of hidden neurons so that a large model is
usually generated. This brief presents a sparse Bayesian approach
for learning the output weights of ELM in classification. The new
model, called Sparse Bayesian ELM (SBELM), can resolve these
two drawbacks by estimating the marginal likelihood of network
outputs and automatically pruning most of the redundant hidden
neurons during learning phase, which results in an accurate and
compact model. The proposed SBELM is evaluated on wide types
of benchmark classification problems, which verifies that the
accuracy of SBELM model is relatively insensitive to the number
of hidden neurons; and hence a much more compact model is
always produced as compared with other state-of-the-art neural
network classifiers.

Index Terms— Bayesian learning, classification, extreme learn-
ing machine (ELM), sparsity.

I. INTRODUCTION

Extreme learning machine (ELM) was proposed in [1]
and [12], which has become a popular research topic in
machine learning in recent years [11]. It is proved that
single-hidden layer feedforward neural networks with arbitrary
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hidden parameters and continuous activation function can
universally approximate to any continuous function [1]. ELM,
however, suffers from two drawbacks: 1) ELM obtains the
output weights by solving Hw = T using Moore–Penrose
generalized inverse H† [2]. This is a kind of least squares
minimization learning, which can easily suffer from overfitting
[7]. This problem becomes worse when the training data are
not able to represent the characteristic of the learned dataset
and 2) the accuracy of ELM is drastically influenced by the
number of hidden neurons. Usually, an accurate ELM model
can easily contain hundreds or even thousands of hidden
neurons for a practical application [1], [3], [14], [24], [25].
Nevertheless, many systems for practical applications, such as
onboard control and diagnostic systems, only provide a limited
amount of expensive memory that may not be enough to store
such ELM model. Therefore, it is essential to shrink the model
size while maintaining high model accuracy.

For the first drawback, Deng et al. [14] proposed a L2-type
regularized ELM to relieve it by penalizing the training error.
The proposed model achieves higher generalization than the
conventional ELM but usually takes a much higher number
of hidden neurons to maintain a comparable accuracy so that
a very complicated network is resulted [3], [14]. A kernel
ELM with higher generalization was proposed in [3] in which
the single hidden layer is generalized and need not be neuron
alike. However, the computational cost and required memory
of calculating the inverse of regularized square matrix like
(1/c + �T �)

−1
(�: basis matrix, c: regulator) in kernel ELM

become a big challenge to deal with large scale problems,
though some online learning approaches can be applied for
kernel-based models to gain tradeoff for the complexity and
accuracy [20], [22]. Thus, improvement of conventional ELM
with compact model size is preferred.

Current methods [18], [19], [23], [25] to find the optimal
number of hidden neurons are mainly based on an incremental
learning methodology aiming to minimization of the training
error. Such algorithms mainly focus on regression problems
only. In addition, the size of trained model is still very large
in some cases. Miche et al. [15] proposed an optimally pruned
extreme learning machine (OP-ELM), which aims to prune the
redundant hidden neurons and maintain high generalization.
OP-ELM selects a group of neurons ranked with a least
angle squares regression (L1-type regularization) to minimize
training error and later improved with a cascade of L1- and
L2-types regularization [16] (called Tikhonov Regularized
OP-ELM, or TROP-ELM) by the same authors. Although the
methodologies in OP-ELM and TROP-ELM outperform the
conventional ELM for regression problems, there might be a
large amount of hidden neurons selected in the trained model
due to the minimization of training error in ranking neurons,
resulting in a highly computational cost.

Recently, Bayesian methods are exploited [5] to learn the
output weights of ELM to gain higher generalization. Bayesian
methods have advantages for machine learning problems that
they try to estimate the probability distribution of output values
instead of fitting to data, and hence avoiding data overfitting.
A nonsparse Bayesian approach for ELM (BELM) [5] for

regression was proposed recently, where the output weights
are with Gaussian priori distribution conditioned on a shared
hyperprior parameter. Meanwhile, the classification task has
not been solved in [5] due to a more complicated Bayesian
learning process.

In this brief, we propose a sparse Bayesian learning (SBL)
approach [7], [8] for ELM (called SBELM) that learns the out-
put weights of ELM classifier, where the parameters of hidden
layer are randomly generated as in the conventional ELM.
SBELM finds sparse representatives for the output weights
assumed with priori distribution instead of adding/deleting
hidden neurons. The SBL is a family of Bayes methodology
that aims to find a sparse estimate of output weights wk ,
k = 0 to L (L is the number of hidden neurons), by imposing
a hierarchical-independent hyperprior αk on each wk in which
some wk

′s are automatically tuned to zeros during learning
phase. Derivatives of SBL mainly vary in the distribution of
the hyperprior p (αk) among which the automatic relevance
determination (ARD) prior [8], which commonly assumes
Gamma distribution as the learning strategy. A classic of such
algorithm is relevance vector machine (RVM) [9], which is
the Bayesian approach for support vector machine (SVM)
[13]. The proposed SBELM assumes the output weights wk

are conditioned on ARD prior to gain sparsity by tuning
some wk to zeros, leading to pruning the corresponding
hidden neurons. Hence, SBELM has the advantages of both
SBL (high generalization and sparsity) and ELM (universal
approximation and efficient learning speed).

The organization of this brief is as follows. Section II
provides a short review on ELM, followed by the introduction
of the proposed SBELM for binary classification and analysis
of its sparse property in pruning redundant hidden neurons.
An extension of SBELM for multicategory classification based
on pairwise coupling approach [6], [10] is also described in
Section II. The evaluation of the performance of SBELM and
discussions on its complexity are conducted in Section III.
Finally, we conclude our brief in Section IV.

II. SPARSE BAYESIAN APPROACH TO ELM

A. Short Review of ELM

We briefly review the ELM, whose detail is described else-
where [1]. Given a set of N training dataset D = (xi , ti ), i = 1
to N with each xi is a d-dimensional vector and ti is the
expectation output. The output function of ELM with L hidden
neurons is represented by

f(x) =
L∑

k=0

wkhk(θ k;x) = h(�;x)w (1)

where h (�; x)= [1,h1 (θ1;x) , . . . ,hL (θ L ;x) ] is the hidden
feature mapping with respect to input x. � = [θ1, . . ., θ L ] are
randomly generated parameters of hidden layer and w is the
weight vector of all hidden neurons to an output neuron to be
analytically analyzed. hk(·) is the activation function of hidden
layer. Equation (1) can be written as

HW = T (2)
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where H is the N × (L + 1)hidden layer feature-mapping
matrix, whose elements are as follows:

H =
⎡

⎢⎣
1 h1 (θ1;x1)
...

...

. . . hL (θ L ;x1)
...

...
1 h1 (θ1;xN ) . . . hL (θ L ;xN )

⎤

⎥⎦ (3)

the i th row of H is the hidden layer’s output vector for an
instance x. Equation (2) is a linear system, which is solved by

W = H†T, H† = (
HT H

)−1
HT (4)

where H† is the Moore–Penrose generalized inverse [2] of
matrix H. A modified version of (4) is employed by adding a
regulator value 1/λ to the diagonal of HT H in L2-regularized
ELM.

B. Bayesian Inference to ELM for Classification

Different from ELM, the output weight W is learned by
Bayesian method, instead of directly calculating H†. The input
for SBELM now becomes the hidden layer outputs H. To make
it clear, our inputs for Bayesian learning are expressed as
H ∈RN×(L+1), in which H = [h1 (�;x1) , . . . ,hN (�; xN )]T

with hi (�;xi ) = [1, h1 (θ1;xi ) , . . . ,hL (θ L ;xi ) ], i=1 . . . N .
We begin with binary classification, in which every training
sample can be treated as an independent Bernoulli event,
whose probability p(t|x) is Bernoulli distribution. We write
the likelihood as

p (t|w,h) =
∏N

i=1
σ {Y (hi; w)}ti [1 − σ {Y (hi; w)}]1−ti (5)

where σ(·) is sigmoid function

σ [Y (h; w)] = 1

1 + e−Y(h;w)
(6)

and

Y (h; w) = hw (7)

where t = (t1. . .tN )T ti ∈ {0, 1} and w = (w0. . .wL)T. A zero-
mean Gaussian prior distribution over each parameter wk

conditions on an ARD hyperparameter αk [7], [8] is given
by

(wk |αk) = N
(
wk |0, α−1

k

)
(8)

p (w|α) =
L∏

k=0

αk√
2π

exp

(
−αkw

2
k

2

)
(9)

where α = [α0,α1,α2, . . . ,αL ]T . Importantly, there always
exists an independent αk associated with each wk . The ARD
prior selects the significant hidden neurons by controlling
some values of wk’s to zero. Next step is to marginalize
the likelihood over t conditioned on α and H. The values
of α are determined by maximizing the marginal likelihood
by integrating the weight parameters w

p (t|α, H) =
∫

p (t|w,H) p(w|α)dw. (10)

The core learning procedure involves establishing the dis-
tribution of p (t|α, H) to determine α by maximizing the mar-
ginal likelihood. The integral of (10) is, however, intractable;

ARD approximates a Gauss for it with Laplace approximation
approach, which is achieved by evaluating a quadratic Taylor
expansion of log-posterior function. The mean and covariance
of the approximated Gauss are the Laplace’s mode and negated
inversed second derivative (Hessian matrix), respectively. Thus

ln {p (t|w, H) p (w|α)}

= ln
{∏N

i=1
yti

i (1−yi )
1−ti

}
+ln

{
L∏

k=0

αk√
2π

exp

(
−αkw

2
k

2

)}

=
N∑

i=1

{ti lnyi + (1 − ti ) ln (1 − yi )} −1

2
wTAw + const (11)

where yi = σ {Y(hi ; w)} and A = diag (α). Here, we
let const=∑L

k=0 (ln αk−1/2 ln 2π), which is not associated
with w. Generally, it is efficient to find the Laplace’s mode
ŵ using Newton–Raphson method iterative reweighted least
squares (IRLS). Given (11), its gradient ∇E and Hessian
matrix � need to be figured out

∇E = ∇w ln {p (t|w, H) p (w|α)} =
N∑

i=1

(ti − yi ) hi − Aw

= HT (t − y) −Aw (12)

� = ∇w∇w ln {p (t|w, H) p (w|α)} = −(HTBH + A) (13)

where y =[y1,y2, . . . ,yN ]T , B is an N × N diagonal matrix
with element βi = yi (1 − yi ) and dσ/dY = σ(1 − σ)
Therefore, by using IRLS, ŵ is obtained by

wnew = wold−�−1∇E = (HTBH + A)
−1

HTB t̂ (14)

where t̂ = Hw+B−1 (t − y). The center ŵ and covariance
matrix � of Gauss distribution over w by Laplace approxima-
tion are

ŵ = �HTB t̂ (15)

� = (HTBH + A)
−1

. (16)

Therefore, we obtain p (t|w, H) p (w|α) ∝ N (ŵ,�). After
gaining Gaussian approximation for w, the integral in (10)
becomes tractable. The log marginal likelihood is as follows:

L (α) = ln p (t|α, H)

= −1

2

[
N ln (2π) + ln

∣∣∣B + HAHT
∣∣∣+ ( t̂)

T
(B + HAHT)

−1
t̂
]

= −1

2

[
N ln (2π) + ln |C| + (

t̂
)T

C−1 t̂
]

(17)

where C = B + HAHT. Set the differential of L (α) with
respect to α to zero

∂L (α)

∂αk
= 1

2αk
− 1

2
�kk − 1

2
ŵ2

k = 0

⇒ αnew
k = 1 − αk�kk

ŵ2
k

. (18)

By setting wk and αk with initial values, ŵ and � are updated
from (15) and (16). Using these two values, α is updated
through (18) again, the operation continues to maximize the
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marginal likelihood function until reaching the convergence
criteria (e.g., when the difference between the maximum αk

(empirically, log(αk) is preferred) in two successive iterations
is lower than a predefined accuracy, or the maximum number
of iterations). After ŵ converges, the probability distribution
p(tnew|xnew, ŵ) is predicted by (6) and (7).

C. Property of Sparsity

The mechanism of ARD prior tunes a part of output weights
to zeros resulting in pruning their associated hidden neurons.
Here, we analyze its sparsity property [17]. Decompose C
based on the term αk , L (α) is rewritten as

L (α) = −1

2

[
N ln (2π) + ln |C−k | + (

t̂
)T

C−1
−k t̂

−ln αk + ln
(
αk + T

k C−1
−k k

)
−

( T

k
C−1

−k t̂
)2

αk + T
k C−1

−k k

]

= L (α−k) + 1

2

[
ln αk − ln (αk + sk) + q2

k

αk + sk

]
(19)

where sk = T
k C−1

−k k , qk = T
k C−1

−k t̂ , and k is the
kth column of H. L (α−k) is the marginal likelihood with
αk omitted and C−k represents the matrix C with term k

and αk removed, thus L (α−k) is irrelevant to αk but other
components. By resetting the derivative of L (α) with respect
to αk to zero, the stationary point is obtained

α̂k =
⎧
⎨

⎩

s2
k

q2
k −sk

, if q2
k > sk

∞, if q2
k ≤ sk .

In the process of carrying out the iteration of α to maximize
the marginal likelihood, some αk’s tend to grow to infinity,
which influences the mean ŵ and covariance � as

lim
αk→∞ �kk = lim

αk→∞ { k
Tβi k+αk}−1 = 0 (20)

lim
αk→∞ ŵk = lim

αk→∞
{
εk

T
k βi t̂i

}
= 0 (21)

where εk is the kth row of matrix �. (20) and (21) indi-
cates the ŵk ∼ N (0, 0), equivalent to zero. Therefore, the
corresponding hk (θ k; x) is pruned, with some that can best
contribute to the maximization of likelihood p (t|α, H) are
left, which results in sparsity.

D. Extension to Multiclassification

The proposed SBELM in Section II-B. just solves the binary
classification problem. Most of the practical problems are,
however, multicategory. It is necessary to extend the SBELM
to multiclassification. Here, we select state-of-the-art approach
pairwise coupling proposed in [10], which combines all the
outputs of every pair of classes to the overall reestimate
probabilistic densities of all classes for a new instance. The
pairwise coupling approach was also adopted in the well-
known toolbox LIBSVM [4]. Here, we briefly introduce it.

Let rmn be the predicted probability of a binary classifier
for a new instance denoted as rmn = P{t = m|t = m or n, x},

which is the sigmoid output of SBELM and pm, m = 1 . . . K
be the final probability to be estimated by the pairwise
coupling strategy, where K is the label of class. Therefore,
the problem of estimation of pm is equivalent to solve an
optimization problem

min
K∑

m=1

∑

n:n �=m

(rmn pn − rnm pm)2.

Subject to
K∑

m=1

pm = 1 (22)

where rmn ≈ pm/(pm + pn). Rewrite the objective function
of (22) as

minp 2PT QP ≡ minp
1

2
PT QP (23)

with

Qmn =
{∑

s:s �=m r2
sm, if m = n

−rnmrmn, if m �= n.
(24)

Therefore, (23) is a linear equality–constrained convex
quadratic programming problem, which can be solved by
Lagrange multiplier method. The unique p is a global min-
imum if it satisfies the optimal condition. By importing the
Lagrange multiplier ξ for the condition of (22), the optimiza-
tion of (23) is changed to the following form:

[
Q e
eT 0

] [
p
ξ

]
=
[

0
1

]
(25)

where Qp is a derivative of the right-hand side of (23), e
and 0 are the K×1 vector of all ones and zeros, respectively.
The linear system (25) provides the solution for (23).

III. EXPERIMENTS AND EVALUATION

In this section, we evaluate the performance of SBELM on
wide types of datasets from UCI machine learning repository
[21]. The 16 evaluated datasets are composed of eight binary
class problems and eight multicategory problems whose prop-
erties are listed in Table I. This section contains three parts:
1) a full analysis of SBELM’s performance and its comparison
with ELM are presented; 2) the comparison of SBELM is
extended with RVM, SVM TROP-ELM (an improvement of
OP-ELM [15] in sparsity and generalization), and BELM to
verify its performance in terms of accuracy, model size, and
training time. Note that we just simply measure the number of
hidden neurons of learned network as the model size in this
brief; and 3) its efficiency and complexity are discussed.

A. Setup

All the experiments are carried out via a fivefold cross val-
idation strategy. Their mean accuracy and standard deviation
is compared. The experiments are conducted in MATLAB
environment running on a 2.93-GHz-CPU with 4-GB RAM
PC. Some notes for the experiments are as follows.

1) All the features of each dataset are linearly scaled to
[−1, 1], except those whose all the values originally lie
in this interval.
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TABLE I

PROPERTIES OF TRAINING DATASET

2) The hidden output function of SBELM and ELM is
sigmoid G(a, b, x) = 1/(1 + exp(−(ax + b))), where
a, b are the random synapses and bias with uniform
distribution within [−1, 1], respectively. In practice,
these random parameters may have impact on the perfor-
mance. Thus, the seed of generating uniformly random
(a, b) is also tuned via cross validation.

3) Fivefold cross validation for the number of hidden neu-
rons L and the seed s of generating uniformly random
hidden synapses and bias [L, s] in SBELM and ELM
are on points [10, 30, 50, . . . , 210]× [1, 2, 3, . . . , 10]
with L incremented with step 20. In experiments, the
samples at these 11 hidden neurons and 10 seeds are
enough for cross validation to test the performance of
ELMs (SBELM, ELM, BELM, and TROP-ELM). Note
that each [L, s] is fixed for the network even though the
SBELM adopts pairwise coupling strategy to learn the
output weights.

4) Each dataset is randomly permutated and split into five
folds in advance and kept fixed for all experiments.

For each dataset, those samples are eliminated whose one
or more features are lost, and the number of samples of
mushroom is cut to 3000 instances.

B. Comparison of SBELM and ELM

Initially, the mean accuracies of SBELM and ELM are
compared under different numbers of hidden neurons. For
every given L, each dataset is trained on the 10 seeds and the
best mean accuracy is chosen for analysis, as shown in Fig. 1.
Observed from Fig. 1, the highest accuracy corresponding
to the two models in most of the datasets are nearly the
same except that the diabetes (binary) and four multicategory
datasets balance, glass, segment and satimage in ELM are
evidently lower than SBELM, whereas the accuracy series
of ELM are with much higher fluctuation because of data
overfitting, resulting in poor generalization. On the contrary,
the series of SBELM on these 16 datasets are very stable

Fig. 1. Variations of accuracies of SBELM and ELM with increment of
hidden neurons.

and with much higher accuracies, which denotes the two
advantages of SBELM that: 1) it is relatively insensitive to
the number of hidden neurons and 2) it tends to reach the best
performance at small L, thus the computational cost can be
significantly reduced, as shown in Fig. 1. For example, the
(near-) best performance of SBELM tested on most of the
datasets can be achieved at L ≈ 50 (the real number of
hidden neurons in the pruned model can be much smaller,
see Section III-C.) in Fig. 1 and SBELM keeps stable sub-
sequently. However, ELM fails, or needs much larger L, to
get close to SBELM, e.g., segment, vehicle, and satimage
and vowel on which L >200, resulting in a very complicated
network.

C. Comparison With RVM, SVM, TROP-ELM, and BELM

We here extend the comparison of SBELM with four
related models RVM, SVM (by LIBSVM toolbox [4]), TROP-
ELM) and BELM on these 16 datasets. Since BELM for
classification has not been investigated, we develop it for
binary classification problems and extend to multiclass case
with the same pairwise coupling approach introduced in
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TABLE II

COMPARISONS OF SBELM WITH OTHER MODELS

TABLE III

COMPARISON OF TRAINING TIME (IN SECOND)

Section II-D. RVM trains a kernel machine for a dataset
and automatically prunes the irrelevant basis elements to
gain sparsity. In this brief, RVM adopts the same pairwise
coupling algorithm like SBELM to estimate the overall output
probability. The hyperparameters [c, γ ] with regulator c and
Gaussian kernel width γ in exp (‖xi−xj‖2/γ ) in SVM is
conducted on points [2−5, 2−4, . . . , 215]×[2−5, 2−4, . . . , 215]
and the same Gaussian kernel width range for RVM is also in
[2−5, 2−4, . . . , 215].

The accuracies of the five classifiers on each dataset are
shown in Table II and the final model sizes corresponding to
the three ELMs (SBELM, TROP-ELM, and BELM) are listed
as well. In terms of accuracy, SBELM is almost identical to
SVM. In addition, it is also slightly better than RVM in most
of the datasets, some are more evident, such as colon, spect
heart, glass, iris, and vehicle and wine. Among the three ELM
models, SBELM generally outperforms TROP-ELM in both

accuracy and model size. Though the accuracy of BELM is
close to SBELM, its model size is tens to hundreds of times
larger than that of SBELM, as shown in Table II.

Fig. 2 is plotted showing the number of remaining hidden
neurons Lremain with L ∈ [10, 30, 50, . . . , 210] over the
16 datasets after being pruned by SBELM and TROP-ELM.
Note that Lremainof a multicategory dataset at a given L is
the mean of K (K − 1)/2 pairwise classifiers in SBELM. As
observed from Fig. 2, Lremain in SBELM is usually around 10
for all datasets aside from German numer in which Lremain
tends to reach 50 when L is close to 210, whereas its gen-
eralization (Fig. 1) is not significantly influenced. The stable
result of Lremain verifies that SBELM is relatively insensitive
to the initial number of L. On the contrary, Lremain in TROP-
ELM linearly increases with L, this is caused by the issue that
TROP-ELM selects the combination of ranked hidden neurons
that minimize the training error.
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Fig. 2. Variations of number of remaining hidden neurons with increment
of hidden neurons in SBELM and TROP-ELM.

Table III lists the training time of the six classifiers on the
16 benchmark problems. From Table III, the training time
of SBELM over most of the datasets are in the same order
of magnitude as SVM, except the relatively large datasets
mushroom, segment and satimage, where SBELM is even
faster. This is due to the large computational cost of SVM in
dealing with large scale problems. In addition, SBELM is with
much faster training time than RVM on almost all datasets,
among which some are even two magnitudes faster. Likewise,
SBELM is faster than TROP-ELM and in the same magnitude
The model sizes (i.e., the number of hidden neurons) of
SBELM and BELM are calculated by Lremain × K (K−1)/2,
i.e., the number of pairwise classifiers.

Note that each pairwise classifier in SBELM and BELM has
just ONE output neuron, while TROP-ELM may have multiple
output neurons for mutlicategory problems. as BELM, while
SBELM achieves much better performance than TROP-ELM
in accuracy and model size, as shown in Table II. From
experimental results (Figs. 1 and 2), SBELM tends to be
insensitive to the number of hidden neurons and obtains a
smaller but very accurate model. Practically, by setting a small
initial L as the upper bound, or even directly a specific L, the

training time of SBELM can be significantly reduced, while
still obtaining an accurate model. Therefore, SBELM provides
a learning strategy in comparable accuracy, medium training
time, but extremely sparse model size as compared with ELM
and other state-of-the-art classifiers.

D. Discussion

As analyzed in Section III-B., although the number of
hidden neurons is different, SBELM can still tune the learning
process in the new feature space mapped by the parameters
with same uniform distribution to select the most represen-
tative hidden neurons and prune the redundant ones. In this
assumption, these new feature spaces will be with the same
shape but with different dimensions, whereas the positions of
remaining neurons and values after iteration might be different.
Further mathematical proof is, however, required to support
this assumption.

In Section III, under the same network structure, SBELM
completely outperforms TROP-ELM in generalization. By
ranking and selecting the number of hidden neurons for
minimizing the training error, TROP-ELM might still contain
a large number of hidden neurons (depending on the given
upper bound L) in some cases. The pruned model may be
very large, as shown in Fig. 2. In addition, SBELM is better
than RVM in generalization, time, and model size. Due to a
kernel-based learning model, the size of basis matrix in RVM
is N × (N + 1). Hence, RVM needs to compute the inverse
of Hessian matrix like (16), which is frequently executed
during the iteration of tuning wk to maximize the marginal
likelihood. The complexity of computing this Hessian matrix is
O(N2), which hinders RVM to deal with large scale problems,
while the complexity of SBELM is O(L2). From Section
III, SBELM usually tends to gain the best performance with
L ≈ 50, which is generally much smaller than N , and also
the Lremain decreases during iterations, which significantly
reduces the execution time in calculating the inverse of
Hessian matrix to gain much faster learning speed than RVM
in large datasets. Therefore, SBELM is suitable for large scale
problems.

IV. CONCLUSION

In this brief, we present a new Sparse Bayesian approach
to ELM. SBELM uses the universal approximation capabil-
ity of ELM and estimates the output weights by a sparse
Bayesian approach, which generates a probabilistic distrib-
ution for outputs of uncertain data. Instead of focusing on
explicitly adding/deleting hidden neurons in the conventional
sparse ELMs, SBELM automatically tunes most of the output
weights to zeros with an assumed prior distribution, thus
gaining sparsity and achieving very high generalization. In
addition, by maximizing the marginal likelihood instead of
minimizing training error, SBELM does not suffer from over-
fitting the training data. From the experimental results over
16 benchmark datasets, the accuracy of SBELM is on par
with SVM and even better than those of other compared
methods. Nevertheless, SBELM provides a unique advantage
over other classifiers: SBELM is relatively insensitive to the
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number of hidden neurons so that the (near-)best accuracy can
be achieved with a small number of hidden neurons (usually
around 50 in the benchmark datasets). Under this property,
the training time of SBELM can be greatly reduced by setting
a small upper bound of hidden neurons, as verified in the
experimental results. In a nutshell, SBELM can produce a
compact classification model of high generalization with a
relatively fast training time. Therefore, SBELM is suitable to
many practical applications where compact model is required.
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